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Legal 
The Model Evaluation Toolkit is free to use. The following Model Evaluation Toolkit component 
files are provided under the same licensing terms as the R software package: DataInput.r, 
ModelEvaluation.r, ModelDiagnostics.r and CommonFunctions.r; refer to the R project website 
for more information about R licensing. All other components of the Model Evaluation Toolkit, 
including this document, are Copyright © 2016 Cambridge Environmental Research Consultants 
(CERC) Ltd; this means that while the Model Evaluation Toolkit may be distributed freely as a 
whole, its component files (other than the four component files listed above) may not be 
modified or used for any other purpose. It is not possible to provide a guarantee or warranty for 
the Model Evaluation Toolkit, although we have made every effort to ensure it functions as 
documented. 
 
Support 
The website for the Model Evaluation Toolkit is www.cerc.co.uk/ModelEvaluationToolkit. Please 
follow the links to the User Forum to report issues or suggest improvements; alternatively you can 
send an email to help@cerc.co.uk. 
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1 Introduction 

Regional and municipal governments are increasingly interested in providing services to assess and 
forecast local- and city-level air quality.  Air quality forecasts on these scales can be disseminated to 
health services and the public in terms of air quality alerts, to inform and warn ‘at-risk’ groups about 
impending pollution episodes and provide advice.  Local air quality modelling is critical in assessment 
of air quality against the EC air quality directive as it can provide high resolution maps of 
concentration where the population is most dense and allows the investigation of proposed 
mitigation measures on short or long time scales. Understanding the benefits, limitations and 
performance of individual models, the input data required of them as well the extent of the options 
available to them is often lacking. Setting standard evaluation criteria and comparing model 
capabilities in a structured way is therefore a crucial task.  

The Model Evaluation Toolkit has been developed under the local forecast model evaluation support 
work package of the EU’s 7th Framework, PASODOBLE project.  It draws on existing best practice 
such as the EU Joint Research Council’s (JRC) FAIRMODE initiative on model evaluation [1] and the 
openair project tools [2,3]. 

The Toolkit is a simple-to-install, user-friendly environment that guides the user through the process 
of evaluating model predictions of local air quality and investigating the model performance.  It runs 
on Windows operating systems.  

The Toolkit can take modelled data from regional or local scale models as input.  Observed data are 
in situ time series data.  Missing data are handled if they are indicated by a standard value.  As 
output, the toolkit creates plots of the model performance in predicting concentrations and 
predicting alerts with respect to defined thresholds, for single or multiple sites, single or multiple 
pollutants and single or multiple modelled datasets.  Results can be classified by the type of 
monitoring site and the pollutant for each modelled dataset.  The diagnosis of model performance 
for individual sites and individual pollutants produces time series plots, scatter plots and analyses 
with respect to month, day of the week and hour of the day.  All the plotted data are also exported 
to data files to provide an audit trail and make the data available for further analysis and 
visualisation. 
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2 Getting started 

The Toolkit can be used on Windows operating systems and does not require any software to be 
purchased.  Before using the Toolkit you will need to install R and the Toolkit itself; this will just take 
a few minutes.  Detailed installation instructions are given in Sections 2.1 and 2.2. 

2.1 Install R 

The Model Evaluation Toolkit version 4.0 is compatible with R version 3.2.3. 

Follow these step-by-step instructions to download and install R from the internet: 

1. Go to http://www.r-project.org/ 

2. Select CRAN from the links on the left-hand side of the page 

3. Choose a CRAN mirror for your locality (in the UK, choose the mirror for the University of 
Bristol) and click on the link 

4. Under ‘Download and install R’ click on the link for your operating system 

5. Click on ‘base’ 

6. Under ‘Other builds’ click on ‘Previous releases’ 

7. Click on ‘R 3.2.3 (December, 2015)’ 

8. Click on ‘Download R for...’  to download the install program 

9. Run the install program, taking care to install R in a directory where you have write 
privileges. 

NOTE: If you do not have direct access to the internet from your computer, for example you access 
the internet through a university network, then when you install R, instead of accepting all the 
defaults, at the Setup screen choose not to accept all the defaults and when offered, choose 
'Internet2' as the internet option. This will force R to use the same proxy settings used by Internet 
Explorer. The defaults for all other options can be accepted. 

2.2 Install the Model Evaluation Toolkit 

Follow these step-by-step instructions to install the Model Evaluation Toolkit: 

1. Log on as Local Administrator for the PC. 

2. Unzip the downloaded .zip file to a local directory. In Explorer, browse to this directory and 
double-click on the file setup.exe. The Welcome window in Figure 2.1 will be launched.  

http://www.r-project.org/
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Figure 2.1 The Model Evaluation Toolkit Welcome screen.  

3. Click ‘Next’ on the Welcome screen and then enter you Customer Information as shown in 
Figure 2.2. Click ‘Next’ to proceed to the Destination Folder screen, as shown in Figure 2.3. 

 

 

Figure 2.2 The Model Evaluation Toolkit Customer Information screen. 
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Figure 2.3 The Model Evaluation Toolkit Destination Folder screen. 

4. The default installation directory is C:\Program Files (x86)\CERC\Model Evaluation Toolkit\. If 
required, use the Change... button to select another destination directory. Click OK to return 
to the ‘Destination Folder’ screen. 

5. Click Next > to choose who should be able to use the Model Evaluation Toolkit, as shown in 
Figure 2.4. 

 

Figure 2.4 The Model Evaluation Toolkit Ready to Install screen. 

6. Choose whether to install for all users of just the current user. 

7. If you wish to amend any details, press the < Back and Next > buttons as appropriate. Once 
the Install button has been pressed, and the Model Evaluation Toolkit files have been 
successfully installed, the installer may prompt a restart, as shown in Figure 2.5. The restart 
can be delayed by clicking No but it is required for proper use of the Model Evaluation 
Toolkit. A final screen will now appear, as shown in Figure 2.6. 
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Figure 2.5 The installer may prompt you for a restart.  

 

 

Figure 2.6 The Model Evaluation Toolkit InstallShield Wizard Completed screen. 

8. Click Finish to complete the installation. The install wizard automatically creates three 
shortcuts in the Programs menu under Model Evaluation Toolkit; one each for the Data 
Input Tool, Model Diagnostics Tool and Model Evaluation Tool.  
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3 Using the toolkit 

The Model Evaluation Toolkit consists of three tools: 

1. Data Input 

This tool processes your modelled and observed concentration data, saving the processed 
data in an R workspace and (optionally) a CSV file. 

2. Model Evaluation 

This tool takes in the workspace created by the Data Input tool and evaluates all or some of 
the data, producing graphs and (optionally) CSV files. 

3. Model Diagnostics 

This tool takes in the workspace created by the Data Input tool and produces diagnostic 
graphs for one station and one pollutant at a time. 

This section of the User Guide gives step-by-step instructions for using each tool in the Toolkit. 

3.1 Data Input tool 

The data input tool processes modelled and observed data, saving it in an R workspace file, which 
later can be imported into the Model Evaluation and Model Diagnostics tools. 

The tool supports both gridded and point modelled data. Gridded data are interpolated to the 
monitoring station locations. 

In situ observed data can either be automatically downloaded from the internet and imported (UK 
only) or input using simple-format CSV files. 

The Toolkit supports the evaluation of multiple modelled datasets, either from multiple models or 
from multiple runs of the same model, over the same time period.   Initially, a new R workspace is 
created with one modelled dataset and an associated observed dataset.  Further modelled datasets 
can then be added to the same R workspace.  There is no limit to the number of models that the 
Data Input tool will load into the same R workspace, but memory issues may be encountered if the 
number of models is large. 

Tip: In the Model Evaluation Toolkit installation directory you will find a ‘DataSamples’ sub-directory. 
Here you will find sample files in the formats recognised by the Toolkit, and a ReadMe.txt file 
describing each file. 
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Step 1: Open the Data Input Tool 

 

Figure 3.1 The Data Input Tool “Settings” screen 

 

Step 2: Select whether you wish to create a new workspace or add modelled data 

You can choose to either create a new R workspace or to add a modelled dataset to 
an existing R workspace created with the Data Input Tool.   

Note that, when creating a new workspace, the data range of the modelled 
dataset should cover the start and end time you wish to evaluate.     

When adding a modelled dataset to an existing R workspace, the R 
workspace must have been created by version 4.0 of the Data Input tool.   

When adding multiple modelled datasets to a workspace, the modelled data 
averaging time and statistic must be the same for all modelled datasets. 
Refer to Table 3.1 for details. 

 

Step 3: If creating a new workspace, browse to select a pollutant definitions file 

Your pollutant definitions file should be a CSV file with a comma separator, 
containing a list of all the pollutants for which you wish to process data. For each 
pollutant a set of parameters must be set. It is very important these parameters are 
set correctly for your data.  Refer to Table 3.1 for details of the information 
required. 
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Figure 3.2 Example of a pollutant definitions file 

 

Column header Description Allowed values 

pollutant Name of the pollutant to be 
used in all output 

n/a 

output.units Concentration units to be 
used in all output 

‘mol/mol’, ‘ppb’, ‘ppm’, 
‘ng/m3’, ‘ug/m3’, ‘mg/m3’, 
‘g/m3’ or ‘kg/m3’ 

conv.ugm3.ppb Conversion factor from 
µg/m3 to ppb (used for unit 
conversions) 

Any numeric value 

min.allowed Minimum allowed 
concentration value 
 

Any numeric value 

max.allowed Maximum allowed 
concentration value 

Any numeric value 

Table 3.1 Details of the pollutant definitions CSV file columns. 

 

Step 4: If creating a new workspace, browse to select a stations definitions file 

Your stations definitions file should be a CSV file with a comma separator, containing 
a list of all the stations for which you wish to process data. Each station should have 
a station type. Also, if you have selected one of the gridded netCDF modelled data 
formats you will also need to include the station longitude and latitude. 
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Figure 3.3 Example of a station data file 

If you are using either the London KCL or UK AURN observed data options then the 
station names must match the station codes used by those networks. 

Step 5: Select the option to output raw data to a CSV file if required 

The processed data generated by the Data Input Tool will always be output as an R 
workspace for analysis in the Model Evaluation Tool and/or Model Diagnostics Tool. 

If you select this option then this processed data will also be output as a CSV file, 
which can be useful for further analysis in other programs such as Excel. 

Step 6: Select your modelled data.  

 

Figure 3.4 The Data Input Tool “Modelled data” screen 
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You need to label the modelled dataset being read in to the tool.   

This label will be used in the subsequent plots to identify the modelled 
dataset.  The label should be alpha-numeric and not include any special 
characters such as ‘&’, ‘!’ or commas.  

You can select either a single file or a whole directory of data files. 

The Data Input tool supports the following formats for modelled data: 

 ADMS PST: point receptor output format from the ADMS suite of atmospheric 
dispersion models 

 AIRSHEDS netCDF: gridded modelled data from the PASODOBLE IC-AIRSHEDS 
netCDF work package 

This option supports output from the PASODOBLE Web Coverage Service 
(WCS) and output from individual IC-AIRSHEDS partners 

 CAMS Ensemble netCDF: gridded data from the CAMS regional ensemble air 
quality product 

 CMAQ netCDF: gridded modelled data from the CMAQ model 

 Generic CSV: standard text file 

o Refer to Section 5.1 for details of the required format 

o Select the separator used in your CSV files – either comma or semicolon 

o Enter the missing data indicator used in your CSV files (e.g. -999 or NA) 

 

Step 7: If creating a new workspace, select the modelled data pollutant definitions file 

Your modelled data pollutant definitions file should be a CSV file with a comma 
separator, containing a list of all the pollutants for which you wish to process data. 
For each pollutant a set of parameters must be set. It is very important these 
parameters are set correctly for your data.  Refer to Figure 3.5 and Table 3.2 for 
details of the information required. 

 

 

Figure 3.5 Example of a modelled data pollutant definitions file 
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pollutant Name of the pollutant to be 
used in all output 

n/a 

mod.alias Pollutant name as it appears 
in the modelled data 

n/a 

mod.units Units that apply to the 
modelled data 

‘mol/mol’, ‘ppb’, ‘ppm’, 
‘ng/m3’, ‘ug/m3’, ‘mg/m3’, 
‘g/m3’ or ‘kg/m3’ 

mod.avg.time.hours Averaging time in hours of 
the modelled data 
(minimum 1 hour) 

An integer value, minimum 1 

mod.statistic Statistic that applies to the 
modelled data 

‘max’, ‘mean’ or ‘rolling 
mean’ 

Table 3.2 Details of the modelled data pollutant definitions file columns 

Notes: 

 The ‘mod.alias’ settings will be the same as ‘pollutant’ unless the pollutant 
names within the modelled data are different to ‘pollutant’, in which case 
use the aliases to make sure the correct fields are extracted from the data. 

 When adding multiple modelled datasets to a workspace, the modelled data 
averaging time and statistic for a particular pollutant must be the same in all 
modelled datasets. 

 

Step 8: If creating a new workspace, leave the ‘Observed data’ option selected and 
continue; if adding data to an existing workspace, de-select ‘Observed data’ and skip to 
Step 12 

Step 9: Select the observed data pollutant definitions file 

 

Figure 3.6 The Data Input Tool “Observed Data” screen 
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Your observed data pollutant definitions file should be a CSV file with a comma 
separator, containing a list of all the pollutants for which you wish to process data. 
For each pollutant a set of parameters must be set. It is very important these 
parameters are set correctly for your data.  Refer to Figure 3.7 and Table 3.3 for 
details of the information required. 

 

Figure 3.7 Example of an observed data pollutant definitions file 

pollutant 
Name of the pollutant to be 
used in all output 

n/a 

obs.alias Pollutant name as it appears 
in the observed data 

n/a 

obs.units Units that apply to the 
observed data 

‘mol/mol’, ‘ppb’, ‘ppm’, 
‘ng/m3’, ‘ug/m3’, ‘mg/m3’, 
‘g/m3’ or ‘kg/m3’ 

obs.avg.time.hours Averaging time in hours of 
the observed data 
(minimum 1 hour) 

An integer value, minimum 1 

obs.statistic Statistic that applies to the 
observed data 

‘max’, ‘mean’ or ‘rolling 
mean’ 

Table 3.3 Details of the observed data pollutant definitions file columns. 

Notes: 

 The ‘obs.alias’ setting will be the same as ‘pollutant’ unless the pollutant 
name within the observed data is different to ‘pollutant’, in which case use 
the alias to make sure the correct fields are extracted from the data. 

 The observed data averaging time and statistic must either be the same as 
for the modelled data, or 1 hour mean (then it will be recalculated to the 
same averaging time and statistic as the modelled data). 

 

Step 10: Select your required observed data option. 

The Data Input tool supports the following formats for observed data: 

 Generic CSV: standard text file 

o Refer to Section 5.1 for details of the required format 

o Select the separator used in your CSV files – either comma or semicolon 

o Enter the missing data indicator used in your CSV files (e.g. -999 or NA) 

o Select either a single CSV file or a whole directory of CSV files 
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 London KCL 

This option requires internet access 

o King’s College London (KCL) maintain a network of 123 monitoring sites 
in Greater London 

o Data for all required stations and pollutants will be downloaded and 
imported for a time period to match the modelled data 

 UK Automatic and Rural Network (AURN) 

This option requires internet access 

o The UK AURN is the national network of automatic monitoring stations 
around the UK 

o Data for all required stations and pollutants will be downloaded and 
imported for a time period to match the modelled data 

Step 11: If ‘Generic CSV’ is selected as the observed data type, do the following: 

 Browse to select the observed data file or directory 

 Choose the data separator used in the CSV file; the available options are 
comma (default) and semi-colon 

 Specify the missing data indicator, for example -999 or NA 

Step 12: Save the settings file and Run the Tool 

To save the settings file go to “File” on the toolbar and select “Save” or “Save As...”. 
To run the tool with the current settings select “Run” from the toolbar and then 
“Data Input Tool”. 

Note: If Run is selected without saving a .tki file, the Tool will prompt the user to 
save. 

Step 13: Check the log file 

The Data Input Tool generates a log file when it runs; this records all the processing 
messages that are shown in the run screen as well as any error and warning 
messages issued. It is good practice to check the log file for any problems that may 
have occurred. 

To see the log file go to “Results” on the toolbar and select “View log”. This option 
will open the log file in your preferred text editor (Notepad by default).  

If “View log” is not available to select, this is because no log file exists for the 
currently loaded .tki file. 

Step 14: View results folder 

To open the results folder for the currently loaded .tki file, go to “Results” on the 
toolbar and select “Open results folder”. This will open the results folder in Explorer. 

If “Open results folder” is not available to select, this is because the .tki file has not 
yet been run and therefore no results are available to view. 

Refer to Section 4.1 for details of the output from the Data Input Tool. 
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3.2 Model Evaluation tool 

This section gives a step-by-step guide to using the Model Evaluation tool. For details of each graph 
type, please refer to Section 4.2. 

Tip: In the Model Evaluation Toolkit installation directory you will find a ‘DataSamples’ sub-directory. 
Here you will find sample files in the formats recognised by the Toolkit, and a ReadMe.txt file 
describing each file. 

Step 1: Open the Model Evaluation tool 

 

Figure 3.8 The Model Evaluation Tool “Project” screen 

 

Step 2: Browse to select the workspace previously created by the Data Input tool 

Step 3: Enter a project name. This will appear on the titles of graphs. 

Step 4: Select which modelled datasets to evaluate 
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Figure 3.9 The Model Evaluation Tool “Models, stations and pollutants” screen 

You can either evaluate all modelled datasets or just one modelled dataset. If you 
only want to evaluate one modelled dataset, enter its label (as specified in the Data 
Input tool) in the box provided.  

Tip: If you don’t know the labels of the modelled datasets that are available, type 
any text into the box. When you run the tool it will declare that no data are available 
for that modelled dataset and give you a list of the available labels. 

Step 5: Select which station types to evaluate 

You can either evaluate all station types or just stations of one type. If you only want 
to evaluate stations of one type, enter the name of this station type in the box 
provided.  

Tip: If you don’t know which station types are available, type any text into the box. 
When you run the tool it will declare that no data are available for that station type 
and give you a list of the available station types. 

Step 6: Select which pollutants to evaluate 

You can either evaluate all pollutants or just one pollutant. If you only want to 
evaluate one pollutant, enter the name of this pollutant in the box provided.  

Tip: If you don’t know which pollutants are available, type any text into the box. 
When you run the tool it will declare that no data are available for that pollutant and 
give you a list of the available pollutants. 
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Step 7: Choose how to group and filter the data 

 

Figure 3.10 The Model Evaluation Tool “Grouping and filtering” screen 

‘Grouping’ describes what each data point on a plot represents.  The Model 
Evaluation tool supports grouping the data by: 

 Station1 

 Station type 

 Pollutant 

 Model (or modelled dataset) 

‘Filtering’ describes how the data is to be split across plots; for example if the option 
to filter by station type is selected then data for different station types will be 
plotted on separate plots.     

The default option is to group by station and filter by pollutant and model.  Data 
must always be either grouped by or filtered by model (or modelled dataset) 
because the datasets must always be evaluated separately against the observed 
data. 

Note that there are limitations on the grouping and filtering variables available for 
each plot option, appropriate to what each plot presents.  For example, the forecast 
index evaluation plots present normalised variables and so all options are available 
with the only constraint being that the data must be either grouped or filtered by 
model.  Whereas for concentration evaluation plots, the data must be grouped or 
filtered by both pollutant and model.  Table 3.4 presents the available paired 
options for grouping and filtering for each plot.  Refer to Sections 4.2.1 and 4.2.2 for 
details about these graphs. 

                                                           
1
 It is noted that, for the frequency scatter plot, conventional scatter plot and QQ plot options, the option to 

group by station should be chosen.  In these specific cases, the data are plotted for all stations together on the 
same graph.  If a graph for an individual station is required, refer to Section 3.3 for the Model Diagnostics tool.  
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Plot Allowed Group Allowed Filter 

Target plot Station Model and Pollutant  

Station Model and Pollutant and Station type 

Station type Model and Pollutant 

Pollutant Model  

Pollutant Model and Station type 

Model Pollutant 

Model Pollutant and Station type 

Box and whisker plot Station Model and Pollutant 

Station Model and Pollutant and Station type 

Station type Model and Pollutant 

Model Pollutant and Station type 

Scatter plot Station Model and Pollutant 

Station Model and Pollutant and Station type 

Quantile-quantile 
plot 

Station Model and Pollutant 

Station Model and Pollutant and Station type 

Forecast index plots Station Model  

Station Model and Pollutant 

Station Model and Station type 

Station Model and Pollutant and Station type 

Station type Model 

Station type Model and Pollutant 

Pollutant Model 

Pollutant Model and Station type 

Model - 

Model Pollutant 

Model Station type 

Model Pollutant and Station type 

Time plot Station Model and Pollutant 

Table 3.4 Grouping and filtering options for the Model Evaluation tool 
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Step 8: Concentration Evaluation 

 

 Figure 3.11 The Model Evaluation Tool “Concentration evaluation” screen 

This part of the tool compares the modelled concentrations to observed 
concentrations. 

 Check the box to perform the concentration evaluation. 

 Select your output averaging times file. 

Your output averaging times file should be a comma-separated CSV file 
containing one row per pollutant. For each pollutant, the required averaging 
time and statistic must be set. Table 3.5 below describes these parameters. 

 

Figure 3.12 Example of an output averaging times file 
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Column header Description Allowed values 

pollutant Name of the pollutant as 
defined in the pollutant 
data file used in the Data 
Input tool 

n/a 

output.avg.time.hours Averaging time in hours 
to be applied to the 
concentration evaluation 
output (minimum 1 
hour) 

An integer value, 
minimum 1 

output.statistic Statistic that applies to 
the concentration 
evaluation output 

‘max’, ‘mean’ or 
‘rolling mean’ 

output.daily.max Should output be based 
on the daily maximum of 
the calculated values? 

‘yes’ or ‘no’ 

Table 3.5 Details of the output averaging times CSV file columns. n/a indicates that values 
are unrestricted. 

 Enter a data capture threshold to apply to the output averaging process.  For 
example, for an 8-hour rolling mean, a 75% data capture threshold means 
that at least 6 hours of data must be valid in each period for the averaged 
data for this period to be considered valid and used in the evaluation. 

 Six graph options are available: a box and whisker plot, a scatter plot as 
either a frequency (binned) or conventional scatter plot, a quantile-quantile 
plot, a time series plot averaged over all stations, a target plot from version 
1.2 of the FAIRMODE DELTA Tool and a target plot from version 3.3 of the 
FAIRMODE DELTA Tool. Check the boxes of the graphs you require.  Refer to 
Section 4.2.1 for details about these graphs. 

 If you have selected the box plot option, check the ‘Show outliers’ option if 
you want outliers to be plotted on the graph 

 If you have selected the scatter plot option, select which type of plot you 
require; a frequency scatter plot or conventional scatter plot.  

Tip: The frequency scatter plot is better suited to larger sets of data, the 
conventional scatter plot to smaller sets. 

 If you have selected any of the box plot, scatter plot or quantile-quantile 
plot options, check the appropriate ‘Use log scale’ option if you wish the 
numerical axes of the plot to be scaled to log10. 

 If you have selected the target plot from DELTA v3.3, select your 
uncertainties file. 

Your uncertainties file should be a comma-separated CSV file containing one 
row per pollutant. For each pollutant, the coefficients of the measurement 
uncertainty given by the FAIRMODE DELTA v3.3 methodology [1] must be 
specified. Table 3.6 describes these parameters. 
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Figure 3.13 Example of an uncertainties file 

 

Column header Description Allowed values 

pollutant Name of the pollutant as 
defined in the pollutant 
data file used in the Data 
Input tool 

n/a 

k Coverage factor, k. Refer to the DELTA 
v3.3 methodology [1] 

ur Measurement 
uncertainty, 𝑢𝑟

𝐿𝑉  
Refer to the DELTA 
v3.3 methodology [1] 

LV Limit value (or reference 
value) 

Refer to the DELTA 
v3.3 methodology [1] 

alpha Proportion of the 
measurement 
uncertainty that is 
independent of the limit 
value. 

Refer to the DELTA 
v3.3 methodology [1] 

target.units Units that apply to the 
measurement 
uncertainty 

‘mol/mol’, ‘ppb’, 
‘ppm’, ‘ng/m3’, 
‘ug/m3’, ‘mg/m3’, 
‘g/m3’ or ‘kg/m3’ 

target.avg.time.hours Averaging time in hours 
that applies to the 
measurement 
uncertainty, which 
should be equal to that 
applied to the 
concentration evaluation 
output (minimum 1 
hour) 

An integer value, 
minimum 1 

target.statistic Statistic that applies to 
the measurement 
uncertainty, which 
should be equal to the 
concentration evaluation 
output 

‘max’, ‘mean’ or 
‘rolling mean’ 

Table 3.6 Details of the uncertainties CSV file columns. n/a indicates that values are 
unrestricted. 
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Step 9: Forecast Index Evaluation 

This part of the tool converts both the observed and modelled concentrations to 
‘forecast indices’ and performs an evaluation based on these forecast indices. 

 

Figure 3.14 The Model Evaluation Tool “Forecast index evaluation” screen 

 Check the box to perform the forecast index evaluation. 

 Select your index scales file. 

Your index scales file should be a comma-separated CSV file containing one 
row per pollutant. For each pollutant, index-related parameters must be set. 
Table 3.7 describes these parameters. At least one index threshold 
concentration must be defined. 

 

 

Figure 3.15 Example of an index scales file 
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Column header Description Allowed values 

pollutant Name of the pollutant as 
defined in the pollutant 
data file used in the Data 
Input tool 

n/a 

index.units Units in which the index 
threshold concentrations 
are given 

‘mol/mol’, ‘ppb’, ‘ppm’, 
‘ng/m3’, ‘ug/m3’, 
‘mg/m3’, ‘g/m3’ or 
‘kg/m3’ 

index.avg.time.hours Averaging time in hours 
that applies to the index 
threshold concentrations 
(minimum 1 hour) 

An integer value, 
minimum 1 

index.statistic Statistic that applies to 
the index threshold 
concentrations 

‘max’, ‘mean’ or ‘rolling 
mean’ 

index.daily.max Is the forecast given as 
the daily maximum of the 
calculated indices? 

‘yes’ or ‘no’ 

i1 Threshold concentration 
for index level 1 

Any numeric value 

i2 Threshold concentration 
for index level 2 

Any numeric value 

i{n} Threshold concentration 
for index level n 

Any numeric value 

Table 3.7 Details of the index scales CSV file columns. n/a indicates that values are 
unrestricted. 

 Select your alert thresholds file. 

Your alert thresholds file should be a comma-separated CSV file containing 
one row per alert. Each alert should have a name and an alert threshold 
defined in terms of the user-defined index scales. Table 3.8 describes these 
parameters. 

 

Figure 3.16 Example of an alert thresholds file 

Column header Description Allowed values 

index Threshold index for this alert Any integer value 

name The name to give to this alert 
in all output 

n/a 

Table 3.8 Details of the alert thresholds CSV file columns. n/a indicates that values are 
unrestricted. 
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 Enter a data capture threshold to apply to the forecast index averaging 

process.  For example, for an 8-hour rolling mean, a 75% data capture 

threshold means that at least 6 hours of data must be valid in each period 

for the averaged data to be valid and used in the evaluation.  The threshold 

will also be applied over each day if the daily maximum is set to “yes” in 

your index scales file. 

 Select the graphs you require 

There are three graph options (for details about these graphs, refer to 
Section 4.3):  

1. Forecast index accuracy 

2. Forecast alerts: Odds ratio skill score (ORSS) 

3. Forecast alerts: Performance metrics 

Check the boxes for the graph output you require. 

 

Step 10: Select graph output format 

 

There are three graph output options: JPG, PNG and PDF. 

The first two options produce image files that can be imported into other 
documents. One image file is produced for each graph. The PDF option produces 
PDF files (size A4), with one PDF file per graph type. 
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Step 11: Select image file size 

There are three options: Large (A4), Medium and Small. 

These options only apply to the image output formats JPG or PNG.  PDF output is 
always produced on A4.  Reducing the overall image size will increase the 
proportional size of text.  These options provide flexibility to produce graphs for 
reports or presentations.  

Step 12: Choose whether to output processed data and statistics as CSV 

This is a very useful option that produces CSV files containing all of the numerical 
data used to create the graphs, also some statistics not shown on the graphs. Refer 
to Section 4.2 for details of the contents of these files. 

Step 13: Save the settings file and Run the Tool 

To save the settings file go to “File” on the toolbar and select “Save” or “Save As...”. 
To run the tool with the current settings select “Run” from the toolbar and then 
“Model Evaluation Tool”. 

Note: If Run is selected without saving a .tkm file, the Tool will prompt the user to 
save. 

Step 14: Check the log file 

The Model Evaluation Tool generates a log file when it runs; this records all the 
processing messages that are shown in the run screen as well as any error and 
warning messages issued. It is good practice to check the log file for any problems 
that may have occurred. 

To see the log file go to “Results” on the toolbar and select “View log”. This option 
will open the log file in your preferred text editor (Notepad by default).  

If “View log” is not available to select, this is because no log file exists for the 
currently loaded .tkm file. 

Step 15: View results folder 

To open the results folder for the currently loaded .tkm file, go to “Results” on the 
toolbar and select “Open results folder”. This will open the results folder in Explorer. 

If “Open results folder” is not available to select, this is because the .tkm file has not 
yet been run and therefore no results are available to view. 

Refer to Section 4.2 for details of the output from the Model Evaluation tool. 
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3.3 Model Diagnostics Tool 

The aim of the model diagnostics tool is to enable further investigation of the performance of a 
model at one particular monitoring station for one particular pollutant. 

Tip: In the Model Evaluation Toolkit installation directory you will find a ‘DataSamples’ sub-directory. 
Here you will find sample files in the formats recognised by the Toolkit, and a ReadMe.txt file 
describing each file. 

 

Step 1: Open the Model Diagnostics Tool 

 

Figure 3.17 The Model Diagnostics Tool “Project” screen 

 

Step 2: Browse to select the workspace previously created by the Data Input tool 

 

Step 3: Enter a project name; this will appear on the titles of graphs 
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Step 4: Enter station, pollutant and modelled dataset label 

Here you should type in the appropriate boxes the name of the station, pollutant 
and modelled dataset that you wish to produce plots for. 

 

Figure 3.18 The Model Diagnostics Tool “Station, pollutant and model” screen 

Step 5: Choose which type of data to plot 

There are three options for the type of data to plot (see Figure 3.19): 

1. Plot raw concentration data 

This plots the data as it was entered, in the averaging time of the modelled 
data.  

2. Plot calculated statistics 

This plots the selected statistic, from a choice of the following: 8-hour rolling 
mean, 8-hour mean, daily mean, daily maximum and the daily maximum of 
the 8-hour rolling mean. 

3. Plot calculated forecast indices 

This converts both the modelled and observed data to indices (as defined in 
the index scales file described in Section 3.2, step 9, and detailed in Table 
3.7). 

If ‘Raw concentration data’ or ‘Calculated statistics’ is selected, then one to ten 
reference values may also be plotted on the graph. To enter more than one 
reference value, separate the values with a comma, e.g. ’50, 100’. If ‘Forecast 
indices’ is selected, then the alert thresholds defined in the selected alert thresholds 
file (described in Section 3.2, step 9) can be plotted on the graphs as reference lines. 
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If either calculated statistics or forecast indices are selected, you also need to enter 
a data capture threshold to apply to the averaging process.  For example, for an 8-
hour rolling mean, a 75% data capture threshold means that at least 6 hours of data 
must be valid in each period for the averaged data for that period to be valid and 
used in the graph.  

 

Figure 3.19 The Model Diagnostics Tool “Data to plot” screen 

Step 6: Select which plot options you require 

 

Figure 3.20 The Model Diagnostics Tool “Plot options” screen 
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There are three plot options (for full details on the graphs refer to Section 4.3): 

1. Time variation 

This openair graph plots averages by weekday, month and hour. The settings 
in the ‘Data to plot’ section do not apply to this graph; it uses the raw data 
as it was entered into the Data Input tool. 

2. Time plot 

This openair graph is a time series plot of both modelled and observed data. 

3. Scatter plot 

This openair graph plots modelled against observed data. Select which type 
of plot you require; a frequency scatter plot shows the frequency of 
occurrence of each point whereas a conventional scatter plot shows one 
point per pairwise modelled-observed data point.  The scatter plot can be 
scaled to log10 and filtered by weekday, month or season. 

Tip: The frequency scatter plot is better suited to larger sets of data, the 
conventional scatter plot to smaller sets. 

Step 7: Select graph output format and image file size 

 

There are three graph output format options: JPG, PNG and PDF. The first two 
options produce image files that can be imported into other documents. The PDF 
option produces PDF files. 

There are three image file size options: Large (A4), Medium and Small. These 
options only apply to the image output formats JPG or PNG.  PDF output is always 
produced on A4.  Reducing the overall image size will increase the proportional size 
of text.  These options provide flexibility to produce graphs for reports or 
presentations.  
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Step 8: Save the settings file and Run the Tool 

To save the settings file go to “File” on the toolbar and select “Save” or “Save As...”. 
To run the tool with the current settings select “Run” from the toolbar and then 
“Model Diagnostics Tool”. 

Note: If Run is selected without saving a .tkd file, the Tool will prompt the user to 
save. 

Step 9: Check the log file 

The Model Diagnostics Tool generates a log file when it runs; this records all the 
processing messages that are shown in the run screen as well as any error and 
warning messages issued. It is good practice to check the log file for any problems 
that may have occurred. 

To see the log file go to “Results” on the toolbar and select “View log”. This option 
will open the log file in your preferred text editor (Notepad by default).  

If “View log” is not available to select, this is because no log file exists for the 
currently loaded .tkd file. 

Step 10: View results folder 

To open the results folder for the currently loaded .tkd file, go to “Results” on the 
toolbar and select “Open results folder”. This will open the results folder in Explorer. 

If “Open results folder” is not available to select, this is because the .tkd file has not 
yet been run and therefore no results are available to view. 

Refer to Section 4.3 for details of the output from the Model Diagnostics tool.  
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4 Output 

All three tools generate output files that are in the same directory as the input .tki, .tkm or .tkd file, 
with the name of the input file as a prefix, for easy identification. In addition to tool-specific output, 
all three tools produce a .log file that records messages written to the output screen, including any 
error or warning messages. 

4.1 Data Input Tool Output 

4.1.1 R Workspace 
This is an R workspace containing all the data imported by the Data Input tool, processed and ready 
for import into the Model Evaluation and Model Diagnostic tools. 

This workspace can also be loaded into R to explore the data further. 

4.1.2 CSV file 
This contains the time series of concentrations (in output units as defined in the pollutants 
information file) for every station and pollutant for which both monitored and modelled data are 
available, with the same averaging time and statistic as the modelled data. 

4.2 Model Evaluation Tool Output 

4.2.1 Concentration Evaluation Output 

4.2.1.1 Target plot (DELTA 1.2) 
The ‘Target’ plots produced by the concentration evaluation part of the Model Evaluation tool are 
similar to the plot produced by the FAIRMODE DELTA tool [1].  These plots can be output as defined 
by either version 1.2 or version 3.3 of the DELTA tool.  This section describes output in line with 
version 1.2 of the DELTA tool. 

For DELTA version 1.2, the metrics calculated by the tool for each monitoring station and pollutant 
and shown on the target plot are: 

Centralised root-mean-square error (CRMSE): 

CRMSE =   
1

𝑁
   𝑀𝑖 − 𝑀  −  𝑂𝑖 − 𝑂   

2
𝑁

𝑖=1

 

𝑀  is the mean modelled concentration, 𝑂  is the mean observed concentration. 

 

Mean bias (BIAS): 

BIAS =
1

𝑁
  𝑀𝑖 − 𝑂𝑖 

𝑁

𝑖=1
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Standard deviation of the observations (𝝈𝒐𝒃𝒔): 

𝜎𝑜𝑏𝑠 =  
1

𝑁
  𝑂𝑖 − 𝑂  2

𝑁

𝑖=1

 

 

Standard deviation of the modelled data (𝝈𝒎𝒐𝒅): 

𝜎𝑚𝑜𝑑 =  
1

𝑁
  𝑀𝑖 − 𝑀  2

𝑁

𝑖=1

 

 

Target (T): 

𝑇 =   
BIAS

𝜎𝑜𝑏𝑠
 

2

+  
CRMSE

𝜎𝑜𝑏𝑠
 

2

 

 

 

The target plot shows 
BIAS

𝜎𝑜𝑏𝑠
 against 

CRMSE

𝜎𝑜𝑏𝑠
 
𝜎

 where 

 
CRMSE

𝜎𝑜𝑏𝑠
 
𝜎

=

 
 

 −
CRMSE

𝜎𝑜𝑏𝑠
if 𝜎𝑚𝑜𝑑 > 𝜎𝑜𝑏𝑠

CRMSE

𝜎𝑜𝑏𝑠
if 𝜎𝑜𝑏𝑠 > 𝜎𝑚𝑜𝑑

  

The radial distance to a data point on the target plot is equal to 𝑇 for that station. The smaller the 
value of 𝑇, the better the concentration prediction for that station. 

The black circle represents 𝑇=1, the dark green circle represents 𝑇=0.8, the light green circle 
represents 𝑇=0.65 and the dotted line represents 𝑇=0.3. In DELTA v1.2, 0.8 is the ‘criteria’ value, 
0.65 is the ‘goal’ value and 0.3 is the uncertainty.  

Figure 4.1 shows an example of target plot (DELTA 1.2) output from the concentration evaluation 
part of the model evaluation tool (all pollutants, all station types). 
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Figure 4.1 Example of a target plot (DELTA 1.2) from the concentration evaluation part of the Model 
Evaluation tool (grouped by station and filtered by model and pollutant for a single model ‘run-a’)  
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4.2.1.2 Target plot (DELTA 3.3) 
The ‘Target’ plots produced by the concentration evaluation part of the Model Evaluation tool are 
similar to the plot produced by the FAIRMODE DELTA tool [1].  This section describes output in line 
with version 3.3 of the DELTA tool. 

For DELTA version 3.3, the metrics calculated by the tool for each monitoring station and pollutant 
and shown on the target plot are: 

Centralised root-mean-square error (CRMSE): 

CRMSE =   
1

𝑁
   𝑀𝑖 − 𝑀  −  𝑂𝑖 − 𝑂   

2
𝑁

𝑖=1

 

𝑀  is the mean modelled concentration, 𝑂  is the mean observed concentration. 

Mean bias (BIAS): 

BIAS =
1

𝑁
  𝑀𝑖 − 𝑂𝑖 

𝑁

𝑖=1

 

Root-mean-square of the observation measurement uncertainty (RMSu): 

RMSu = 𝑘𝑢𝑟
𝐿𝑉   1 − 𝛼  𝑂 2 + 𝜎𝑜

2  + 𝛼𝐿𝑉2 

where 𝜎𝑜
2 is the standard deviation of the observed data, LV is the limit value of interest and the 

other coefficients, 𝑘, 𝑢𝑟
𝐿𝑉  and 𝛼, are derived for a specific pollutant from measurement data, as 

described in the FAIRMODE DELTA v3.3 methodology [1] and associated papers [4,5].  An example 
uncertainties file is provided in the data examples, using the values reported by DELTA v3.3: 

 𝒌 𝒖𝒓
𝑳𝑽 𝜶 LV (ug/m3) 

NO2 2 0.120 0.020 200 

O3 1.4 0.090 0.620 120 

PM10 2 0.138 0.027 50 

 

 Target (T):   𝑇 =   
BIAS

2RMSu
 

2
+  

CRMSE

2RMSu
 

2
 

 

The target plot shows 
BIAS

2RMSu
 against 

CRMSE

2RMSu
 

NMSD
 where 

 
CRMSE

2RMSu
 

NMSD

=

 
 
 

 
 −

CRMSE

2RMSu
if 

NMSD

 2 1 − 𝑅 
< 1

CRMSE

2RMSu
if 

NMSD

 2 1 − 𝑅 
> 1

  

R is the Pearson’s correlation coefficient and NMSD is the normalised mean standard deviation 
 𝜎𝑚 − 𝜎𝑜 𝜎𝑜 .  

The radial distance to a data point on the target plot is equal to 𝑇 for that station. The smaller the 
value of 𝑇, the better the concentration prediction for that station. 
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The black circle represents 𝑇=1, which represents the performance criteria and should be fulfilled by 
at least 90% of stations. The dashed black circle represents 𝑇=0.5.  The grey lines separate quadrants 
representative of the dominant error in the modelled data, from positive or negative BIAS, or from 
standard deviation (SD) or correlation (R) errors in the CRMSE.  

Figure 4.2 and Figure 4.3 show examples of output from the concentration evaluation part of the 
model evaluation tool with different grouping and filtering options. 

 

Figure 4.2 Example of a target plot (DELTA 3.3) from the concentration evaluation part of the Model 
Evaluation tool (grouped by station and filtered by model and pollutant for a single model ‘run-a’) 
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Figure 4.3 Example of a target plot (DELTA 3.3) from the concentration evaluation part of the Model 
Evaluation tool (grouped by pollutant and filtered by model) 
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4.2.1.3 Box and Whisker plot 
The Box and Whisker plot shows 5 pieces of information for each station, for each of the modelled 
and observed datasets: 

1. The lower whisker 

2. The 25th percentile (the lower quartile – the lower end of the box) 

3. The 50th percentile (the median – the horizontal line inside the box) 

4. The 75th percentile (the upper quartile – the upper end of the box) 

5. The upper whisker 

The inter-quartile range (IQR) is defined as the 75th percentile minus the 25th percentile, i.e. the 
length of the box. The lower whisker is defined as the lowest concentration value still within 
1.5xIQR of the lower quartile. The upper whisker is defined as the highest concentration value still 
within 1.5xIQR of the upper quartile. Optionally, the outliers lying outside of the upper and lower 
whisker can also be plotted, and the plot can be displayed on a log10 scale. An example box and 
whisker plot is shown in Figure 4.4. 

 

Figure 4.4 Example of a box and whisker plot from the concentration evaluation part of the Model 
Evaluation tool (grouped by station and filtered by model and pollutant; displaying single station type 

‘Roadside’ for pollutant O3) 

4.2.1.4 Scatter Plot 
This plot compares the modelled and observed concentrations on a scatter plot.  The frequency 
scatter plot shows the frequency of occurrence of each point whereas the conventional scatter plot 
shows one point per pairwise modelled-observed data point. The data can optionally be plotted on a 
log10 scale. The black solid line is the 1:1 line. The dotted lines are the factor of 2 lines. Figure 4.5 
presents an example frequency scatter plot and Figure 4.6 presents an example conventional scatter 
plot. 
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Figure 4.5 Example of a frequency scatter plot from the concentration evaluation part of the Model 
Evaluation tool (grouped by station and filtered by model and pollutant; displaying single model ‘Forecast’ 

and single station type ‘Roadside’ for pollutant O3) 

 

Figure 4.6 Example of a conventional scatter plot from the concentration evaluation part of the Model 
Evaluation tool (grouped by station and filtered by model and pollutant; displaying single station type 

‘Industrial’ and pollutant PM10) 
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4.2.1.5 Time plot averaged over all stations  
This plot compares the modelled to the observed concentrations for each pollutant in a number of 
time series plots, averaged over all stations. If a forecast assessment is also being carried out then 
the plot includes alert thresholds. This plot will only be produced by the Toolkit if the “Group by 
station, filter by model and pollutant” option is selected. Figure 4.7 shows an example time plot 
averaged over all stations. 

 

Figure 4.7 Example of a time plot averaged over all stations from the concentration evaluation part of the 
Model Evaluation tool (grouped by model and filtered by pollutant) 
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4.2.1.6 Quantile-Quantile Plot 
This plot compares the modelled and observed concentrations ordered independently from lowest 
to highest concentration, as a quantile-quantile plot. The data can optionally be plotted on log10 
scales. The black solid line is the 1:1 line. The dotted lines are the factor of 2 lines. Figure 4.8 
presents an example quantile-quantile plot. 

 

Figure 4.8 Example of a quantile-quantile plot from the concentration evaluation part of the Model 
Evaluation tool (grouped by station and filtered by model and pollutant; displaying pollutant PM10                   

on a log10 scale) 
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4.2.1.7 CSV output files 
When the “output processed data and statistics as CSV” option is checked, statistics are calculated 
for each pollutant (in output units) and are output in a CSV file, <*_conc_stats.csv>.  The statistics 
are calculated for the variable by which the data is grouped and additionally over all data, filtered by 
the filters selected.  For example, if data is grouped by station and filtered by model and pollutant, 
the statistics are output for each station and for all valid stations in each model and pollutant. 

The statistics that are output in are given in Table 4.1.  Where ‘obs’ or ‘mod’ occur in variable names, 
these indicate observed or modelled values respectively.  

Name Description Equation 

num.valid.values Number of values  

obs.mean 

mod.mean 

Mean 1
𝑛  𝐶 

SDO 

SDM 

Standard Deviation 
 1

𝑛   𝐶 − 𝐶 
2

 

MB Mean Bias  𝐶𝑝 − 𝐶𝑜  

NMSE Normalised Mean-Square-Error 
 𝐶𝑝 − 𝐶𝑜 

2
 𝐶𝑜𝐶𝑝  

R Pearson’s Correlation Coefficient cov 𝐶𝑝  , 𝐶𝑜 𝜎𝐶𝑝
𝜎𝐶𝑜

  

Fac2 Factor of 2 Fraction of data where 0.5 ≤ 𝐶𝑝 𝐶𝑜 ≤ 2 

(when 𝐶𝑜 = 0, 𝐶𝑝 𝐶𝑜 → ∞  and the data pair 

is not counted) 

Fb Fractional Bias  𝐶𝑝 − 𝐶𝑜 0.5 𝐶𝑜 + 𝐶𝑝   

Fs Fractional Standard Deviation  𝜎𝐶𝑝
− 𝜎𝐶𝑜

 0.5  𝜎𝐶𝑜
+ 𝜎𝐶𝑝

   

obs.max 

mod.max 

Maximum max 𝐶 

obs.RHC 

mod.RHC 

Robust Highest Concentration 𝜒 𝑛 +  𝜒 − 𝜒(𝑛) ln  
3𝑛−1

2
 , 

where 𝑛 is the number of values used to 
characterise the upper end of the 
concentration distribution, 𝜒 is the average 
of the 𝑛 − 1 largest values, and 𝜒 𝑛  is the 
𝑛th largest value; 𝑛 is taken to be 26. 

Table 4.1 Details of the statistics output by the concentration evaluation part of the Model Evaluation tool  
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Figure 4.9 Examples of concentration evaluation output CSV file (grouped by station, station type and 
pollutant and filtered by model and pollutant) 
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In addition, some statistics for each station that are presented on the target plots and the box plots 
are also output in the CSV file for each station: 

1. Lower whisker (observed) 

2. Lower quartile (observed) 

3. Median (observed) 

4. Upper quartile (observed) 

5. Upper whisker (observed) 

6. Lower whisker (modelled) 

7. Lower quartile (modelled) 

8. Median (modelled) 

9. Upper quartile (modelled) 

10. Upper whisker (modelled) 

11. centralised root-mean-square-error (CRMSE) 

12. root-mean-square measurement uncertainty (RMSu) 

13. normalised mean standard deviation (NMSD) 

14. CRMSE.sign.DELTA.1.2 (CRMSE multiplied by +1 if SDO>SDM and multiplied by -1 if 
SDM>SDO)  

15. Target parameter (T.DELTA.1.2) 

16. CRMSE.sign.DELTA.3.3. (CRMSE multiplied by +1 if NMSD >  2 1 − 𝑅  and multiplied by -1 

if NMSD <  2 1 − 𝑅 )  

17. Target parameter (T.DELTA.3.3) 
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In addition, if the “Include openair modStats results in CSV file” option is selected, then a number of 
further additional columns of data are added to the CSV file; these are described briefly in Table 4.2. 
For more information about the statistics generated by the modStats function, please refer to 
openair documentation [3]. 

Statistic Description 

N The number of complete pairs of data 

FAC2 Fraction of predictions within a factor of two 

MB The mean bias 

MGE The mean gross error 

NMB The normalised mean bias 

NMGE The normalised mean gross error 

RMSE The root mean squared error 

R The Pearson correlation coefficient.  

COE 

 

The Coefficient of Efficiency based on Legates and McCabe (1999, 2012) which 
spans from -1 to +1 with values approaching +1 representing better model 
performance 

IOA The Index of Agreement based on Willmott et al. (2011), which spans between -1 
and +1 with values approaching +1 representing better model performance 

Table 4.2 Details of the statistics used by the openair modStats package 
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If the ‘Time plot averaged over all stations’ option is selected, then an additional CSV file, 
<*_conc_agg.csv> is created containing the aggregated values plotted on the graph. More details 
are given in Table 4.3. 

Name Description 

date 

 

The date and time of each data point 

pollutant 
 

Name of the pollutant measured 

obs The measured concentration of a pollutant averaged over all relevant 

observed stations and averaging time determined by the output 

averaging times file.  The units are determined by the pollutants file  

airTEXT The measured concentration of a pollutant averaged over all relevant 

modelled stations and averaging time determined by the output 

averaging times file.  The units are determined by the pollutants file 

num.obs.stations Number of observation stations that measure each pollutant. The obs 

column values are averaged over these stations 

num.airTEXT.stations Number of modelled stations that measure each pollutant. The airTEXT 

column values are averaged over these stations 

moderate.threshold The moderated concentration threshold as defined in the index scales 

and alert threshold files. This column will contain NAs when Forecast 

Evaluation is not performed 

high.threshold The high concentration threshold as defined in the index scales and alert 

threshold files. This column will contain NAs when Forecast Evaluation is 

not performed 

Table 4.3 Details of the headers in the CSV file produced when the ‘Time plot averaged over all stations’ 
option is selected  

 

 

  



   

Page 46 
 

4.2.2 Forecast Index Evaluation Output 
The forecast index evaluation part of the model evaluation tool produces three types of output; 
these are described in this section. 

All three types of graph are based on a ‘forecast index’, which is calculated from the modelled and 
observed data according to the index threshold definitions in the index scales file (described in 
Section 3.2, step 9). 

4.2.2.1 Forecast index accuracy 
This part of the tool assesses the performance of the model’s forecast index predictions against 
forecast indices calculated from observed concentrations. 

The graph is a stacked bar chart that shows, for each station, the percentage of calculated forecast 
indices valid for comparison where the modelled index was equal to the observed index (green) and 
where the modelled index was equal to the observed index plus or minus one band (grey). Only 
forecast periods for which both modelled and observed indices can be calculated are included in the 
assessment. The stations are sorted by the number of indices valid for comparison, which is also 
shown on the chart by the blue circles and the right-hand y-axis. A key to the stations is given below 
the graph. Refer to Figure 4.10 for an example. 

 

Figure 4.10 Example of the forecast index accuracy graph (grouped by station and filtered by model and 
pollutant; displaying model ‘Forecast’ and pollutant NO2) 
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4.2.2.2 Forecast alert accuracy 
It is usual in operational pollution forecasting to use pollution bandings to help communicate 
pollution levels to the public. For example, a common set of bandings for a 1 to 10 forecast index 
scale is shown in Table 4.4. 

Band Forecast index range Alert threshold 

LOW 1 to 3 n/a 

MODERATE 4 to 6 4 

HIGH 7 to 9 7 

VERY HIGH 10 10 

Table 4.4 Example set of bandings, with associated alert thresholds 

Depending on the system, a forecast index in the MODERATE, HIGH or VERY HIGH range may trigger 
an alert to the public; it is therefore important for system operators to understand whether the 
system issues these alerts correctly. 

The assessment of forecast alerts is carried out by calculating metrics for each monitoring station 
based on considering the exceedence of an alert threshold as an ‘event’. The number of events 
observed and modelled, modelled but not observed, observed but not modelled, not modelled and 
not observed are summed to get the parameters a, b, c and d respectively. This is summarised in 
Table 4.5. 

 Event observed 

Yes No 

Event 
modelled 

Yes a b 

No c d 

Table 4.5 Definition of the forecast alert parameters 

The forecast index evaluation includes two sets of graphical output for the assessment of the 
accuracy of forecast alerts: 

1. Odds ratio skill score (ORSS) 

The odds ratio skill score (ORSS) is calculated from the alert metrics as follows: 

Odds ratio (OR) =
𝑎𝑑

𝑏𝑐
 

ORSS =
𝑂𝑅 − 1

𝑂𝑅 + 1
 

A perfect system will have b and c equal to zero, which means OR → ∞, which means 
 ORSS → 1. 

A poor system will have a and d equal to zero, which means OR = 0, which means 
 ORSS = −1. 

The odds ratio is a good metric for determining if a model is good at correctly issuing and 
not issuing alerts. It gives equal weighting to the correct prediction of an alert and to the 
correct non-prediction of a non-alert. If no alerts are observed or no alerts are forecast then 
ORSS is invalid. The graph shows ORSS for each station, where the stations are ordered by 
the number of observed alert threshold exceedences. The number of observed and 
modelled alerts for each station is also plotted in blue (right-hand y-axis). A key to the 
stations is shown below the graph. Figure 4.11 shows an example of an ORSS graph. 
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Figure 4.11 Example of a ORSS graph produced by the forecast index evaluation (grouped by pollutant and 
filtered by model; displaying model ‘Forecast’) 

 

2. Performance metrics 

In an operational pollution forecasting system, it is important not to issue alerts when there 
should not be an alert, but it is arguably more important to accurately issue an alert when an 
alert should be issued. 

The following performance metrics give information about the skill of a model in terms of its 
ability to issue accurate alerts, and any tendency towards ‘false alarms’. 

Probability of a correct forecast  PCF =
𝑎 + 𝑑

𝑎 + 𝑏 + 𝑐 + 𝑑
 

Probability of detection  POD =  
𝑎

𝑎 + 𝑐
 

False alarm ratio  FAR =  
𝑏

𝑎 + 𝑏
 

Probability of false detection (POFD) =  
𝑏

𝑏 + 𝑑
 

Each of these metrics lies in the range 0 to 1. A good score for PCF and POD is 1; a good 
score for FAR and POFD is 0. 

The graphical output from the performance metrics  option is a series of five graphs; the 
four metrics described above and a graph showing the number of observed and modelled 
alert threshold exceedences for each station. Again, the stations are sorted by the number 



   

Page 49 
 

of observed alert threshold exceedences and a key to the stations is shown below the 
graphs.  Figure 4.12 and Figure 4.13 show examples of this output grouped and filtered by 
different variables. 

 

Figure 4.12 Example of a forecast performance metrics graph produced by the forecast index evaluation 
(grouped by station and filtered by model and pollutant; displaying pollutant O3) 
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Figure 4.13 Example of a forecast performance metrics graph produced by the forecast index evaluation 
(grouped by model and filtered by pollutant; displaying pollutant O3) 
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4.2.2.3 CSV output files 
*_forecast_index_data.csv:  

This contains the modelled and observed concentrations using the index averaging time and 
statistic, in both output units and index units, also the observed and modelled index value 
for each averaging period and the absolute difference between the observed and modelled 
indices. For an example refer to Figure 4.14. 

 

Figure 4.14 Example of forecast index evaluation output *_forecast_index_data.csv file 

*_forecast_index_stats.csv:  

This contains, for each pollutant and station, the number of valid calculated index values, 
the percentage of indices where the modelled index was correct and the percentage of 
indices where the modelled index was one band either above or below the correct index. For 
an example refer to Figure 4.15. 

 

Figure 4.15 Example of forecast index evaluation output *_forecast_index_stats.csv file 
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*_forecast_alert_stats.csv:  

This contains, for each station, for each pollutant, and for each alert threshold, the number 
of observed alerts, the 4 event parameters a, b, c and d, the performance metrics PCF, POD, 
FAR, POFD and also the odds ratio OR and the odds ratio skill score ORSS. Refer to Figure 
4.16 for an example. 

 

Figure 4.16 Example of forecast index evaluation output *_forecast_alert_stats.csv file 

 

 

4.3 Model Diagnostics Tool Output 

4.3.1 Time Variation Plot 
This compares modelled and observed concentrations by (clockwise from top) hour and day of the 
week, day of the week, month of the year and hour of the day. The shaded area indicates the 95% 
confidence interval in the mean. For an example, refer to Figure 4.17. 

4.3.2 Scatter Plot 
This compares the modelled and observed concentrations on a scatter plot, optionally filtered by 
weekday, month or season. The frequency scatter plot shows the frequency of occurrence of each 
point whereas the conventional scatter plot shows one point per pairwise modelled-observed data 
point.  When the calculated forecast indices are chosen in the data to plot, the output defaults to a 
frequency scatter plot.  The black solid line is the 1:1 line. The dotted lines are the factor of 2 lines. 
Figure 4.18 to Figure 4.21 show examples of frequency and conventional scatter plots for different 
‘data to plot’ and different filtering options. 

4.3.3 Time Plot 
This plots a time series of modelled and observed concentrations. Figure 4.22 and Figure 4.23 show 
examples of a time plot for different ‘data to plot’. 
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Figure 4.17 Example of a time variation plot from the Model Diagnostics tool. 

 

Figure 4.18 Example of a frequency scatter plot from the Model Diagnostics tool; raw data with no filtering 
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Figure 4.19 Example of a frequency scatter plot from the Model Diagnostics tool; raw data filtered by season 

 

Figure 4.20 Example of a conventional scatter plot from the Model Diagnostics tool; calculated statistics 
(daily maximum NO2) filtered by month 
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Figure 4.21 Example of a frequency scatter plot from the Model Diagnostics tool; forecast indices with no 
filtering 

 

Figure 4.22 Example of a time plot from the Model Diagnostics tool; raw data 
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Figure 4.23 Example of a time plot from the Model Diagnostics tool; forecast indices  
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5 File formats 

5.1 CSV modelled and observed data 

 

Figure 5.1 Example of an observed dataset in CSV file format 

Restrictions: 

 Include no more than one column per pollutant to be analysed 

 The date must be given by the year, month, day and hour.   

 The station column is optional.  If it is present, the header should read “station”; if it is 
missing (as in the screenshot above), then all the data in that file is assigned to a ‘station’ 
with the name of the filename, e.g. BG1.csv would be assigned to station ‘BG1’. 

 Modelled data must contain data for each pollutant to be analysed. Note that if multiple 
files are used, that means each pollutant to be analysed must be present in at least one file. 
Observed data does not have to include data for all required pollutants. 
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6 R Support 

The three Model Evaluation Toolkit tools each contain a number of utilities for managing the 
interaction of the Toolkit with R. 

6.1 R Settings screen 

Each tool has an ‘R Settings’ screen. The Data Input Tool R Settings screen with the default settings is 
shown in Figure 6.1. 

 

Figure 6.1 Data Input Tool R Settings screen, showing the default settings 

6.1.1 Web address of preferred CRAN mirror 
The CRAN mirror must be specified and should ideally be the mirror most relevant for the user’s 
geographical location. The default mirror web address is for the UK; for other locations go to the ‘R 
Support’ menu and select ‘See a full list of CRAN mirrors...’. This will bring up the R project website 
that lists the web addresses of all CRAN mirrors; copy the link that applies to your location and paste 
into the Toolkit. To use this CRAN mirror as the default mirror in future, see Section 7. 

6.1.2 Update R packages 
Each time a Model Evaluation Toolkit Tool is run, by default any installed R packages will be updated 
to the latest version, according to the CRAN mirror specified. If you do not wish the Toolkit to update 
packages in this way for any reason, untick this option. 
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6.2 R Support menu 

Each tool has an ‘R Support’ menu, as shown in Figure 6.2. 

 

Figure 6.2 Data Input Tool R Support menu 

6.2.1  Detect current R installation directory 
The first time you run any Model Evaluation Toolkit tool, the Toolkit will automatically set itself to 
use the version of R that was most recently installed. If you install a different version of R and wish to 
update the Toolkit to use this newly-installed version of R, select ‘Detect current R installation 
directory’ to re-set the installation used by the Toolkit to the most recently installed version. 

Note: The .log file for any tool run records the version of R used. 

6.2.2 Edit Rscript path... 
As described above, by default the Toolkit will use the most recently installed version of R. If you 
want the Toolkit to use a different installed version of R, click ‘Edit Rscript path...’ to open the file 
shown below in Figure 6.3. Edit the path as required and save the file. 

 

Figure 6.3 The RscriptPath.txt file 
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6.2.3 See a full list of CRAN mirrors... 
Select this option to bring up the R project website that lists the web addresses of all CRAN mirrors, 
as shown in Figure 6.4. 

 

Figure 6.4 Screenshot of the R project website that lists all CRAN mirrors 

 

  



   

Page 61 
 

7 Using a template file 

If you wish to change any of the default settings used by any of the Toolkit tools to defaults that are 
more appropriate for you, for example if you are outside the UK and need to use a different CRAN 
mirror, you can do this using a ‘template’ file. 

Step 1: Open the tool concerned 

Step 2: Change the settings concerned to your new default values 

Step 3: Save the file 

Step 4: From the ‘File’ menu, select ‘Preferences...’ and then select the ‘Template’ tab 

 

Figure 7.1 Preferences screen showing the Template Tab 

Step 5: Select ‘Use a template data file’ and browse to select the file you saved in Step 3. 

Step 6: Click OK. 

Step 7: If necessary (for instance to change the default CRAN mirror) repeat Steps 1 to 6 
for the other tools 

In future, any new input files will use the settings in your saved template files as the default settings 
instead of the standard default settings. If at any time you wish to revert to the standard default 
settings, simply change the Preferences screen setting back to ‘Use default data’. 
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8 Batch mode facility 

The Data Input, Model Evaluation and Model Diagnostics tools can be run from the command-line, 
making it possible to automate tasks, for example in a batch file. 

The procedure is the same for each of the above tools: 

1. Open the tool, enter your settings and save the settings file 

2. On the command-line (or in a batch file) type 

{R’s Rscript.exe path} {Path of the tool’s .r file} {settings file path} 

 

More information is given below about the three components of the instruction: 

{R’s Rscript.exe path}: This is the pathname of the Rscript.exe file installed with R. This must be 
used when running R from the command line. A typical path on a Windows 
PC (where R was installed in "C:\Program Files\R\R-3.2.3”) would be  

"C:\Program Files\R\R-3.2.3\bin\x64\Rscript.exe" 

{Path of the tool’s .r file}: This is the pathname of the R-script for the tool you want to run. For 
example, for the Data Input tool, if the Toolkit is installed at 
"C:\ModelEvaluationToolkit" then the path would be 

   "C:\ModelEvaluationToolkit\DataInput.r" 

{settings file path}: This is the path of the settings file that you saved. For example, if you saved 

a Data Input tool settings file to the directory “C:\Toolkit_output” with the 

filename “toolkit” then the settings file path would be 

“C:\Toolkit_output\toolkit.tki” 
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